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Abstract 
Despite the prevalence and weight of forensic DNA evidence in 

the criminal justice system, little is known concerning the amount of 
variability in the interpretation of forensic DNA data. Variability in 
interpretation is affected when the DNA sample is complex, consists of 
multiple contributors, or the starting DNA template is minimal. Pre- 
vious DNA mixture interpretation studies have qualitatively indicated 
that variability exists. We present a wide-scale quantitative assessment, 
using novel metrics, to measure the precision and accuracy of forensic 
DNA mixture interpretation. These metrics measure the accuracy and 
precision of a DNA mixture interpretation for each contributor in a 
mixture. Results of applying these metrics to the data demonstrate: 1) 
a significant amount of interpretation variability exists within and 
between laboratories; 2) accurate and precise interpretations are 
possible, with accuracy and precision being highly correlated. The 
quantitative results also indicate the ongoing need for training and 
benchmarking within laboratories and the need for dissemination of best 
practices between laboratories. 
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1 Introduction 

Considered a reliable standard in forensics, DNA profiles generated from 
evidence are routinely entered into court proceedings. Because DNA evidence 
often plays a significant role in either convicting or exonerating persons of 
interest, the accuracy and precision of forensic DNA analysis is essential. 

Although the science behind DNA profile generation is reliable and re- 
peatable, the interpretation of this data is not free of subjectivity. Pre- 
vious DNA mixture studies by the National Institute of Standards and 
Technology (NIST) have indicated variability in interpretation results 
when the same DNA mixtures were submitted to multiple laboratories [1]. 
This variability may be compounded as the complexity of a DNA sample 
increases, but the degree of variability present in DNA mixture 
interpretation by the forensic community is currently unknown. Thus, the 
size and the acceptable limits of variability within the forensic DNA 
community is also unknown. It is important to note that variability does 
not necessarily imply that an incorrect locus interpretation was generated, 
but that the analysts may be unable to determine a single, correct genotype, 
but instead provide a range of possible genotypes in which the correct 
genotype is included. 

The purpose of this study was to assess the state of DNA mixture inter- 
pretation in the forensic DNA community. Specifically, this study investi- 
gates the variability in the precision and accuracy of DNA examiners’ 
mixture interpretations given .fsa files. While other DNA mixture studies 
have been conducted, results have been reported on a broad, mainly 
qualitative level. The results of this study are presented as follows: 1) we 
developed novel metrics to quantify a DNA examiner’s accuracy and 
precision in interpreting a variety of DNA mixtures and 2) we use these 
novel metrics to determine the current variability range within the forensic 
DNA community with 2- and 3-person DNA mixtures. 

The amount of variation that exists, and whether that variation is con- 
sistent within and between laboratories, is of interest to the forensic DNA 
community. Because DNA training and interpretation protocols are 
deterined by each individual laboratory, we investigated whether intra-
laboratory variability, where examiners utilize identical protocols and 
training, would be significantly different than inter-laboratory variability, 
where protocol and training differences are expected. The metrics 
developed by the study also provide insight into strengthening and 
improving the current state of forensic DNA training and quality control. 
The quantitative data and novel metrics can be used to benchmark an 
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examiner’s interpretation performance, determine mixture interpretation 
limitations within a laboratory, and infer whether a new method implemented 
in a laboratory yields improved precision and accuracy over previous 
methodologies.
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2 Background/Related Works 

Current forensic analysis of DNA relies on sections of noncoding DNA, com- 
posed of 3-5 repeating base- pair fragments, ranging between 100-450 total 
nucleotides in length. Known as short tandem repeats (STRs), these repeats 
occur at multiple locations in the genome and forensic laboratories utilize a 
select few to generate a genetic profile. The exact number of STRs a t  a  
s i ng l e  l oc us  varies widely enough between individuals and, when 
multiple locations (loci) of STRs are considered in combination, they can be 
used to discriminate one person from another. During analysis of a DNA 
sample containing a single contributor, the genetic profile can be determined 
relatively easily. When additional contributors are added to a sample, the 
complexity of the sample is increased and it may be difficult to separate the 
data for each particular contributor. 

Extensive research and evaluation has gone into refining the data in- 
terpretation of the generated STR data. With its ability to individualize 
and its popularity in pop culture (television forensics and courtroom 
dramas), DNA evidence can influence the generation of a verdict [2]. Due 
to the varying complexity of DNA evidence, results are influenced by the 
ability of its practitioners to accurately interpret the data and in a manner 
that can be duplicated by another DNA examiner. 

Laboratory accreditation is intended to address these issues by imple- 
menting quality controls and establishing quality assurance systems to mini- 
mize error and improve consistency. The FBI has generated DNA processing 
and interpretation guidelines with widespread adoption [3, 4], but the 
specific interpretation guidelines and limits are largely set by each 
laboratory. The quality of interpretation and execution is also influenced 
by the quality of the DNA data generated from a given sample and by the 
examiner skillset. I n  a d d i t i o n ,  interpretation results are likely to vary 
between laboratories, as individual laboratories determine their own DNA 
protocols, DNA amplification kits chosen, analytical and stochastic 
thresholds determined for the data [5], and whether a known reference 
profile is used to aid analysis [6]. Likewise, variability between examiners 
within a laboratory may exist, due to interpretation experience versus 
perceived risk of interpreting a difficult mixture [5, 7, 8, 9, 10, 11].
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Sample quality presents its own challenges to interpretation [12]. Fac- 
tors such as a  low level of DNA template [13, 14, 15, 16], can negatively 
impact interpretation and may contribute to the interpretation variation. In 
addition, determining the assumed number of contributors (NOC) in a 
mixture is a non-trivial problem [17, 12, 18]; ambiguity increases as NOC 
increases and complex, sophisticated computational programs have been de- 
veloped to address this issue and assist the examiner [19]. Stochastic effects 
[17, 20] such as the increase in allelic dropout [21, 22] and stutter [23, 24, 
25, 26], the overlapping alleles between sources [27, 28] and imbalanced 
contributor ratios also increase the complexity of the data and interpretation. 

The difficulty of mixture interpretation is compounded by the lack of 
consensus regarding standard methods and protocols for analysis and inter- 
pretation of DNA mixtures [5, 29, 30], the use of qualitative versus quan- 
titative methods [29], the type of statistic applied, and the role of software 
and computational programs. Thus, the state of DNA mixture interpreta- 
tion with respect to its accuracy and precision remains an important open 
question. Past inter-laboratory studies include those conducted by NIST 
[31, 32, 33, 34]. Similar collaborative studies have also been carried out by 
the European DNA Profiling Group (EDNAP), with qualitative differences 
being reported. Blind trial testing of multiple laboratories has also been per- 
formed, notably by the German DNA Profiling Group (GEDNAP [35, 36]). 
Results from these previous studies have focused on general trends and qual- 
itative assessments, with reports of “results obtained by the vast majority 
of participating laboratories who consistently and reproducibly produce cor- 
rect results” [36]. GEDNAP studies have also identified sources of 
transcriptional and transpositional errors [36]. 

By employing novel metrics, this study attempts to quantitatively iden- 
tify the current r a n g e  o f  variation in DNA mixture interpretation 
w i t h i n  the forensic community. 

 
Results 

The novel metrics employed in this study aid in determining the following: 

1. The amount of variation and general state of DNA mixture interpre- 
tation among participating examiners 
and 
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2. The amount of variation and general state of DNA mixture interpre- 
tation among laboratories 

Using the study’s accuracy and precision metrics defined in Materials 
and Methods, statistics were calculated for the overall quality of an exam- 
iner’s DNA interpretation by comparing the examiner generated genotypes 
to the true, known genotypes of each contributor in a mixture. The vari- 
ation, or range of genotypes, contained therein is then determined. The 
variation is quantified by taking the median score of the set and calculat- 
ing the interquartile range (IQR, the difference between the first and third 
quartile) of scores. 

This enables the data to be calculated into two statistics per grouping: 
the median score (the middle value) and the IQR as a measure of the variabil- 
ity within each designated group. The median scores help compare results 
between laboratories. Changes in the metric values also reflect increasing 
mixture complexity (increasing the number of contributors and/or equalizing 
contributor ratios), as seen in the provided mixtures. If one laboratory’s 
median score is significantly lower than another laboratory’s median for a 
given mixture, or even the median overall score, this indicates a need for 
improved interpretation compared to the rest of the participating forensic 
community. The interquartile range is a direct measure of variability in the 
interpretation of a given mixture by a laboratory. Thus, a larger IQR implies 
that examiners within a laboratory are displaying larger variability despite 
the similar training and protocols. 

The scores are calculated at a range of granularity levels to expose any 
outliers or unusual degrees of variability:  the Genotype Interpretation 
Metric (GIM) and Allelic Truth (AT) metric were calculated at each locus 
of a mixture, for an individual contributor in a mixture, by overall mixture 
(including all contributor genotypes of a mixture), by laboratory, and, fi- 
nally, by grouping laboratories defined by a particular jurisdiction (local, 
state, federal, and international/other).  Due to the amount of data within 
each granularity, the quantitative analysis focuses on all participating 
examiners within the study and laboratories with at least five participating 
examiners. Data is visualized through boxplots and scatterplots.  Boxplots 
directly visualize both the median score (designated as the central red line) 
and the IQR (designated as the top and bottom limits of the box).  Boxplots 
allow visual inspection of the overall variability distribution for a 
laboratory’s accuracy and precision.  Plotting each laboratory’s overall 
metrics (scoring for all examiners in a laboratory), enables outliers to 
become apparent. 
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Table 1: Details of the DNA mixture samples sent to participants: Mixtures 
1-6 are listed and the number of contributors, the ratio of the major and 
minor contributors, and whether a reference profile was provided to the 
examiners is displayed. A reference profile refers to a known contributor 
that is assumed to be present in the mixture. 

Mixture Contributors Ratio Reference? 
1 2 3:1 N 
2 2 2:1 Y 
3 2 3.5:1 N 
4 2 4:1 N 
5 3 4:1:1 Y 
6 3 1:1:1 N 

 
 

While boxplots visualize median and IQR scores for either accuracy or 
precision among the labs, scatterplots can directly compare both. We plot 
either median or IQR scores of accuracy against precision in Figures 4 and 
5, with each laboratory represented as a dot with size proportional to the 
number of participants in a laboratory (note: not all examiners from a 
laboratory participated in the study). This enables the study to assess 
whether there is a trade-off between precision and accuracy when an 
examiner interprets a DNA mixture and whether examiners generally 
achieve one at the expense of the other. 

 
2.1   Mixture 1, A Baseline Mixture 

As a preliminary exploration into interpretation variability, we calculated 
the described GIM and AT metrics by laboratory region at the local level 
(city- and county-level), state, federal and the rest of the labs combined 
together due to their small samples size (international/other), as seen in 
Figure 1a. While all mixtures in this study exhibit variability, Mixture 1 (see 
Table 1) is highlighted, which shows the jurisdiction-based metrics for 
Mixture 1 (Figure 1a). This mixture was designed to be the most favorable 
mixture provided for interpretation with only two contributors, the largest 
targeted ratio between major and minor contributor, and clear peak heights 
in the electropherogram data which averaged well over the provided 
standard stochastic threshold. While the more difficult mixtures can be 
expected to have a spectrum of responses, Mixture 1 was designed as a 
baseline with the least amount of variation expected. 

In Mixture 1, GIM and AT variability is found at all laboratory levels, 
both between laboratories within the same grouping and between groups 
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(Figure 1a). GIM and AT scores grouped by jurisdiction show small differ- 
ences in median score but larger differences in IQR (Figure 1a), resulting 
from larger variation among examiners in the jurisdiction. Federal labs dis- 
play the highest GIM and AT median scores, as well as the smallest IQR. 
Local labs show the most variation, with an IQR of slightly above 0.6 to 
slightly under 0.9 for both GIM and AT scores. 

We also investigate whether variation, via GIM and AT scores, is due to 
distinct differences between laboratories or is distributed evenly between all 
laboratories. In order to investigate the variability within a lab, we exam- 
ine the local laboratories using the ID+ amplification kit with at least five 
participating examiners. Examiners using PP16 kits also displayed similar 
variation; to clarify the manuscript and to limit redundancy, o n l y  ID+ 
results are discussed in detail. Six such participating laboratories exist and 
are shown in Figure 1c. Both the GIM and AT scores indicate that the 
spread of scores is due to variation between the local laboratories and 
between examiners in the local laboratories. In particular, the differences in 
median scores between laboratories is more striking and pronounced than in 
other regional scores, with median GIM and AT scores ranging from around 
0.4 to well over 0.8. In terms of AT (Figure 1d), this indicates that certain 
labs (Laboratories A, E and F) AT scores were consistently 0.8 or greater, 
while another lab (Laboratory D) AT scores were less than 0.5. Addition- 
ally, while labs B and C have median scores between these two extremes, 
they also exhibit significant variation within their scores: Their IQR’s span 
from approximately 0.6-0.9 of correctly called alleles. 

We can further investigate Laboratory C’s (n=8 participating examin- 
ers) variation by separating metrics by the major and minor contributors in 
Mixture 1. Figure 1e indicates that while there is a tight consensus in both 
GIM and AT scores for the major, the variability in overall mixture score 
comes primarily from the minor profile, whose IQR spans half (0.5) of the 
entire spectrum. 

Finally, further investigation of variability of the minor contributor in 
Mixture 1 by locus (Figure 1g) indicates that there is no consensus in either 
precision or accuracy across loci. Since the GIM IQR includes a zero score 
on a majority of loci, this also indicates several examiners deemed the minor 
contributor as uninterpretable or ‘inconclusive’ at various loci. Oppositely, 
several examiners within Laboratory C chose to interpret the minor profile 
and all but one locus has an AT IQR reaching 1, indicating that more than 
one examiner correctly fully deconvoluted the minor genotype at each locus. 
Thus, even with the study-designed baseline Mixture 1 data, Laboratory C 
displays a wide range of variability. 
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(a) Mixture 1: GIM Met- 
ric by Jurisdiction 

 

 
(c) Mixture 1: GIM Met- 
ric by Large Laboratories 
(n≥5 examiners) 

 

 
(e) Mixture 1: Contribu- 
tor GIM Metric for Lab- 
oratory C (n=8) 

 

 
(g) Mixture 1: Minor 
Contributor GIM Metric 
by Locus for Laboratory 
C 

(b) Mixture 1: AT Met- 
ric by Jurisdiction 

 

 
(d) Mixture 1: AT Met- 
ric by Large Laboratories 
(n≥5 examiners) 

 

 
(f) Mixture 1: Contribu- 
tor AT Metric for Labo- 
ratory C (n=8) 

 

 
(h) Mixture 1: Minor 
Contributor AT Metric 
by Locus for Laboratory 
C

 

Figure 1: Preliminary data exploration of interpretation variability across 
large local laboratories with participating examiners using the ID+ 
amplification kit, and analysis at the profile and locus levels. Each level, 
starting with jurisdiction at the top, occupies a row. The left column shows 
boxplots of GIM scores, while the right shows boxplots of AT scores. At 
every level, note the differences between median scores (red line) and IQRs 
(box height), as well as the correlation between GIM and AT scores.
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2.2 Variability in Mixtures 1-6 

Since examiner training and protocols are primarily the domain of individ- 
ual labs, differences in median scores between laboratories may be related 
to differences in training, amplification kits, and amplification and inter- 
pretation protocols. Similarly, differences in lab IQR scores may be due to 
differences in conformity to protocols, i.e. are examiners implementing the 
written protocols consistently. To ensure appropriate sample size, we report 
only those labs with at least five examiners in Figures 2 and 3. For reference, 
we included and compared statistics against all examiners in the thirteen 
largest participating laboratories and also against all participating examin- 
ers from across all laboratories. Figure 2 indicates that variation exists even 
in Mixture 1, and increases with more complex mixtures in Mixtures 2-6. 

The range of complexity found in the six mixtures is reflected in the wide 
range of AM and GIM scores generated. To better understand the different 
scores given to examiners presented with the same .fsa mixture data file, we 
analyzed participants that utilized mixture data generated from the ID+ 
amplification kits. Because Mixtures 5 and 6 are 3-person mixtures rather 
than 2-person mixtures (as is the case for Mixtures 1-4), we normalize the 
AT (DM ) score per mixture by converting it to a percentage of the total 
score possible. Namely, dividing GIM (DM ) by 30 for a 2-person mixture 
(30 total pairs of alleles for a 2-person mixture) and 45 for a 3-person mixture 
(45 total loci for a 3-person mixture) yields the percentage scores found in 
Table 2. Normalized AT (DM ) scores are similarly obtained by dividing by 60 
and 90, respectively, as seen in Table 3. 

We compare the variability in precision using the GIM scores and the 
variability in accuracy using the AT scores in Figures 2 and 3. In 
Mixture 1, the baseline mixture of the study, significant inter- and intra- 
laboratory variability exists in the median lab scores.  Some laboratories 
have a median GIM score close to 1.0, while others have a score below 0.7, 
and a single lab is below 0.5. With intra-laboratory variability, certain 
laboratories have a tight range of scores between examiners (low IQR), while 
others have an IQR of over 0 . 2. Thus, the variation is not consistent 
between laboratories. 

The general spread of AT scores resembles that of the GIM scores, where 
laboratories that score high on precision also score high on accuracy. It 
should be noted that an examiner can generate a high GIM score, but not 
provide the correct genotype and the r e f o r e  have a lower AT score. 
Additionally, the GIM IQR of each laboratory is also similar to its AT IQR, 
indicating that the amount of variability within a lab is consistent with respect 
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to accuracy as well as precision and varies between participating laboratories. 
Comparing GIM and AT median and IQR scores directly in Figures 4 and 
5 confirms this, with laboratory scores fairly close to the identity diagonal. 
More rigorous analysis using Spearman’s coefficient [37], a nonparametric 
measure of rank correlation that assesses the relationship between two 
variables, shows a correlation factor of over 0.9 for almost all mixtures. This 
indicates a  high correlation for median and IQR scores. 

This patterns also exists for Mixture 2 (Figure 4). Even so, the range of 
scores found within laboratories still exhibits significant variation, reaching 
approximately 0 .5 for one laboratory, but laboratories with high accuracy 
and precision scoring are correlated. 

Although the correlation between GIM and AT scores persists in Mix- 
ture 3 (Figure 4), the GIM and AT values decrease significantly. This indicates 
the general difficulty of interpreting a mixture in the absence of an assumed 
known contributor, with a more difficult Major:minor contributor ratio, and 
with unpredictable stochastic effects. Nonetheless, certain laboratories and 
examiners still exhibit a uniformly high level of accuracy and precision. 
Figure 4 shows the wide scatter of laboratory scores, with median and IQR 
scores ranging across the spectrum from near 0 (deeming the data 
inconclusive or uninterpretable) to near 1.0 (full deconvolution of each 
contributor in the mixture). 

The median scores for Mixture 4 in Figure 4 improve to levels similar to 
that of Mixture 1 and 2, w h i c h  a r e  both similar in contributor ratio. 
The median and IQR scores of Mixture 4 span approximately half the 
spectrum of Mixture 3, from 0.5 to 1.0 for median scores to 0 to 0.5 for 
IQR scores, as seen in Figure 4. The points lie near the identity diagonal in 
Figure 4, aga in  indicating correlation in the GIM and AT scores. 

The lowered GIM and AT scores of Mixtures 5 and 6 reflect the increased 
complexity of a 3-person mixture.  Results indicate a majority of the 
participating laboratories did not attempt to deconvolute such mixtures, 
either  being  prohibited  by  their  protocols  in  attempting  to  interpret a 3-
person mixture or deeming the data uninterpretable; the former is a 
laboratory wide issue, while the latter is a matter of personal choice. For 
scoring purposes, both were deemed inconclusive and scored identically. 
In Mixture 5, a 4:1:1 Major:minor:minor mixture with a known profile 
provided to the examiner, a majority of the participating laboratories had 
a median GIM at or below 0.33, a score indicative of reporting the major 
profile only (the provided reference profile) without deconvoluting any of 
the minor contributors. Interestingly, a few laboratories deconvolute 
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(a) Mixture 1 by GIM (b) Mixture 1 by AT 

 

  
(c) Mixture 2 by GIM (d) Mixture 2 by AT 

 

  
(e) Mixture 3 by GIM (f) Mixture 3 by AT 

 

  
(g) Mixture 4 by GIM (h) Mixture 4 by AT 

 
Figure 2: Boxplots for 2-person Mixtures 1 − 4 of the thirteen labs with 
five or more participants, giving the distributions of each laboratory’s 
respective scores. Red lines indicate median scores, boxes delimit the IQR, 
with outliers beyond it. The left column displays the GIM scores for the 
entire mixture from each laboratory, while the right column displays the AT 
scores for the entire mixture from each laboratory. Lab designation is not 
related to those identified in Figure 1. 
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(a) Mixture 5 by GIM (b) Mixture 5 by AT 

 

  
(c) Mixture 6 by GIM (d) Mixture 6 by AT 

 
Figure 3: Boxplots for 3-person Mixtures 5 − 6 of the thirteen labs with 
five or more participants, giving the distributions of each lab’s respective 
examiners’ scores. Red lines indicate median scores, boxes delimit the IQR, 
with outliers beyond it. The left column displays the GIM scores for the 
entire mixture from each laboratory, while the right column displays the AT 
scores for the entire mixture from each laboratory. Lab designation is not 
related to those identified in Figure 1. 
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(a) Mixture 1, Median 
GIM vs AT 

 

 
(c)  Mixture 2, Median 
GIM vs AT 

 

 
(e)  Mixture 3, Median 
GIM vs AT 

 

 
(g)  Mixture 4, Median 
GIM vs AT 

(b) Mixture 1, IQR GIM 
vs AT 

 

 
(d) Mixture 2, IQR GIM 
vs AT 

 

 
(f) Mixture 3, IQR GIM 
vs AT 

 

 
(h) Mixture 4, IQR GIM 
vs AT 

 

Figure 4: Scatterplots of GIM vs AT scores for 2-person Mixtures 1 − 4 of 
the thirteen labs with five or more participants, defined as “Big” labs. The 
size of each dot is proportional to the number of participating examiners in 
the lab. The left column displays the median scores from each lab, while the 
right column displays the IQR scores. Those with higher GIM and AT 
scores will coincide with dots near the upper right corner. 
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(a) Mixture 5, Median 
GIM vs AT 

 

 
(c)  Mixture 6, Median 
GIM vs AT 

(b) Mixture 5, IQR GIM 
vs AT 

 

 
(d) Mixture 6, IQR GIM 
vs AT 

 

Figure 5: Scatterplots of GIM vs AT scores for 3-person Mixtures 5 − 6 of 
the thirteen labs with five or more participants, defined as “Big” labs. The 
size of each dot is proportional to the number of participating examiners in 
the lab. The left column displays the median scores from each lab, while the 
right column displays the IQR scores. Those with higher GIM and AT 
scores will coincide with dots near the upper right corner. 
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the minor profiles, with the GIM score in general lagging slightly behind 
the AT score. This indicates that laboratories that deconvolute mixture 5 
are more cautious, reporting more possible genotype combinations than in 
other mixtures. However, their accuracy remains high. 

Mixture 6 (Table 1) has, unsurprisingly, the lowest metric scores, with a 
majority of the labs reporting “Inconclusive” for the entire mixture. A few 
laboratories, however, deconvolute the mixture with varying degrees of 
success, as seen by a median GIM score above 0 in Figure. 3. The majority 
of examiners within those laboratories attempted to deconvolute the mixture.  
Within these labs, certain examiners achieved relatively high GIM and AT 
scores  even with a highly ambiguous and difficult mixture dataset (1:1:1 ratio 
3-person mixture, Figures 3 and 5). The success of these examiners indicates 
that deconvoluting complex 3-person mixtures is possible with a high degree 
of accuracy and precision, giving hope that doing so could one day be the norm 
and not the exception. 

 
3 Discussion 

3.1 Quantifying variability in mixture interpretation 

The boxplots o f  t he  GI M  a nd  AT  s c o r e s  for the six mixtures provide 
a snapshot on the state of DNA mixture interpretation in the forensic DNA 
community. The inclusion of an assumed known reference DNA profile has a 
marked positive effect on interpretability, increasing both GIM and AT scores 
such that the two-person Mixture 2 has the best metric results with respect 
to both median and IQR scores. Likely peak height, cited in the survey as 
the most influential factor in interpretation, plays a significant role in quality 
of interpretation. Mixtures 1 and 4 display higher GIM and AT results than 
Mixture 3, whose average peak height results is just barely over the study-
provided stochastic threshold, and was intentionally generated to determine 
the change in variation with sub-optimal peak heights and reflect difficult 
casework samples. 

Results generally indicate that the two-person DNA mixtures given were 
considered interpretable by a majority of examiners (ability to generate a 
profile for each contributor). Mixtures 1, 2, and 4 have median GIM and AT 
scores of at least 0.8 for all examiners (Tables 2 and 3). A majority of 
examiners appear to have more difficulty with Mixture 3, a mixture with 
low peak height values and a median score of approximately 0.3. 
However, there are examiners able to fully deconvolute Mixture 3, 
indicating that while low peak heights are a challenge, they are not 
insurmountable.
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In comparison, three-person mixtures are difficult, with a majority of lab- 
oratories not considering the datasets for interpretation. The majority of 
examiners that interpreted Mixture 5, a 4:1:1 three-person mixture with a 
reference profile provided, only reported back the genotype of the reference 
profile without further attempting to interpret the rest of the contributors 
in the mixture, thus giving a median GIM and AT score of 0.33. With 
Mixture 6, the majority of laboratories and examiners did not attempt to 
interpret the mixture, with a median GIM score of 0, indicating that at 
least half of all examiners marked all loci as ‘Inconclusive’ or 
uninterpretable. Although a majority of the examiners did not attempt to 
deconvolute either Mixtures 5 or 6, there are examiners that succeed in 
interpreting and fully deconvoluting the mixture into individual contributors 
with high precision and accuracy. Thus, while interpreting a 3-person mixture is 
clearly a complex challenge, it is not an insurmountable one. Interpreting difficult 
three-person mixtures is achievable, even with Mixture 6’s low peak heights 
and with three contributors at equal ratio. 

 
3.2 Capturing the relative interpretation state for each participating 

laboratory 

A major goal of this study was to identify the variability within individual 
participating laboratories. Determining the areas of interpretation difficulty, 
such as those with large variation or mixtures that an examiner will not 
interpret, reveals possible areas for protocol and training improvements. When 
new changes are implemented into a laboratory, the GIM and AT metrics 
can be recalculated among examiners and compared to previous GIM and 
AT scores and determine whether the changes decreased variation and 
increased accuracy. 

We found that overall, among the larger participating laboratories, a 
strong correlation (Spearman’s coefficient > 0.9) exists between the median 
GIM and AT scores. We consider these laboratories that are consistently 
able to deconvolute difficult mixtures with high precision and accuracy and 
minimized variations as the current upper threshold of DNA interpretation. 
Hence, long-term goals for other participating laboratories should include 
improving median scores and shrinking IQR scores to be closer to those of 
high-performing laboratories and to be more internally consistent. 
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A laboratory’s IQR number is helpful in indicating whether perhaps 
training can minimize variability, with a smaller range indicating stronger 
adherence to and/or clearer protocols. Since we found no (strong) correlation 
between scores and years of experience (Spearman’s coefficient), we posit the 
range of scores found within a lab are not due to differing levels of experience, 
but to other factors such as in-house training and quality control. 
Therefore, another laboratory goal is to decrease the range of scores from each 
constituent examiner. These metrics can then be recalculated among 
examiners when protocol changes are implemented. 

Furthermore, laboratories often have a tight IQR in one mixture, but 
a much larger range in another. Likewise, a separate laboratory may ex- 
perience the exact opposite in their IQR scores for the same two mixtures. 
Hence, the areas of consensus (and the lack thereof) differ by laboratory 
and potentially point to specific areas of ambiguities or difficulties unique 
to each lab and/ or protocol. 

 
4 Conclusion 

Since the results of a DNA interpretation in casework often have profound 
and long-lasting repercussions in the criminal justice system, the interpre- 
tation should be as objective, reproducible, and error-free as possible. Like 
all forensic fields, the quality of DNA interpretation is dependent on a num- 
ber of factors, including the sample, examiner, and laboratory. This study 
provided six carefully curated DNA mixtures of varying difficulty to 189 
participating examiners and 55 laboratories. The study attempted to provide a 
snapshot on the interpretation variability in the forensic DNA community.  

The results suggest that there is significant intra- and inter-laboratory 
variation. They also suggest that two-person mixtures with signal peaks 
above stochastic threshold are generally interpretable, while three-person 
mixtures are currently beyond the scope or protocol limits for most 
participating examiners. The results highlight the impact of a reference 
profile and of strong peak heights in the interpretability of a mixture. 
There are, however, laboratories and  part i c ipants  that were able to 
interpret the difficult three-person mixtures and resolve genotypes for each 
contributor, even under very challenging conditions with nearly equivalent 
contributor ratios. 
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Table 2: Data for GIM scores in percentage for all laboratories with five or 
more examiners. Individual scores were computed per mixture for every 
examiner in the lab, and the overall median score and interquartile range 
(IQR) are reported. Median and IQR scores are reported for all 
combined examiners in a large lab, as well as all examiners in the study. 

 
 Mixture 1 Mixture 2 Mixture 3 Mixture 4 Mixture 5 Mixture 6 

 Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR 
Lab A 91.5 13.1 100.0 0.0 92.7 3.8 87.5 13.6 33.3 40.4 0.0 0.0 
Lab B 83.3 6.7 100.0 6.7 30.4 11.5 76.7 7.6 59.5 35.1 29.7 34.2 
Lab C 94.2 8.7 100.0 0.1 46.1 47.3 97.5 4.4 54.4 57.7 16.9 78.0 
Lab D 90.0 9.7 86.7 3.3 0.0 0.0 78.3 11.7 33.3 0.0 0.0 0.0 
Lab E 76.3 26.2 93.9 5.4 17.9 18.0 86.3 6.2 63.9 21.8 0.0 0.0 
Lab F 64.5 29.2 91.9 5.1 18.0 1.4 69.9 2.1 20.0 11.1 0.0 0.0 
Lab G 37.5 11.1 96.7 27.2 12.1 90.3 64.1 9.3 33.3 3.9 11.3 81.1 
Lab H 82.8 11.7 100.0 8.0 0.0 29.8 71.7 34.1 33.3 4.6 0.0 0.0 
Lab I 85.8 0.4 100.0 50.0 0.0 37.7 92.0 43.2 33.3 0.0 0.0 0.0 
Lab J 70.0 7.4 93.3 13.3 82.8 0.0 52.7 35.8 21.7 12.0 17.4 83.3 
Lab K 79.3 5.0 98.7 26.7 0.0 0.0 60.0 20.9 0.0 24.4 0.0 0.0 
Lab L 85.8 4.1 100.0 0.0 7.6 33.5 92.3 19.8 47.9 7.2 0.0 0.0 
Lab M 66.9 23.1 90.0 14.0 18.0 40.0 72.6 21.3 44.6 29.0 11.3 14.1 

All Large Labs 84.5 16.5 98.3 11.7 18.0 59.8 78.3 22.0 33.3 24.8 0.0 11.3 
All Examiners 85.0 15.5 99.9 10.4 30.4 75.0 81.7 18.9 33.3 35.0 0.0 11.3 

 
 

This study quantified variations using novel metrics and provides  
forensic laboratories a framework to track t h e  e f f e c t s  o f  any 
protocol changes to improve interpretation and minimize variability. More 
in-depth analysis of the study results is needed to identify sources of errors, 
whether they are lab-specific or community-wide. In this way, the discussion 
of common errors and metrics from the best-practice labs can be transferred 
to the rest of the forensic DNA community. The ability to do so can only be 
helped by the sharing of protocols and techniques within the DNA community 
[38, 39, 30]. Thus, there is a need for resources and feedback that reach 
beyond the scope of individual labs, such that successful methods in one 
lab can become prevalent methods in the general community. 

In addition, significant advancements have been made in the forensic 
D N A  community regarding DNA mixture interpretation since the 
submission of the DNA interpretation in 2014. Probabilistic DNA 
interpretation software programs are more commonly available and are more 
widely in use by the forensic community, likely aiding in the interpretation 
of more difficult mixtures. Thus, the authors anticipate that a second round 
of a large-scale study may find a further reduction in variability, possible 
correlated with increased use of automated tools. However, it should be noted 
that software assistance is not a substitution for mixture interpretation 
[34], nor is it the subject of this paper.
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Table 3: Data for AT scores in percentage of total possible for all labs with 
five or more examiners. Individual scores were computed per mixture for 
every examiner in the lab, and the overall median score and interquartile 
range (IQR) are reported. Median and IQR scores are reported for all 
combined examiners in a large lab, as well as all examiners in the study. 

 
 Mixture 1 Mixture 2 Mixture 3 Mixture 4 Mixture 5 Mixture 6 

 Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR 
Lab A 88.3 13.3 100.0 0.0 93.3 13.3 85.0 8.3 33.3 34.4 0.0 0.0 
Lab B 85.0 3.3 100.0 6.7 30.0 6.7 75.0 5.0 60.0 34.4 28.9 28.9 
Lab C 94.1 8.3 100.0 0.0 66.7 35.0 98.3 7.1 79.4 65.8 38.9 94.0 
Lab D 90.0 5.0 86.7 3.3 0.0 0.0 78.3 10.0 33.3 0.0 0.0 0.0 
Lab E 80.0 33.3 98.3 3.3 20.0 20.0 93.3 6.7 73.3 28.9 0.0 0.0 
Lab F 65.0 28.3 100.0 0.0 20.0 1.7 80.0 0.0 20.0 11.4 0.0 0.0 
Lab G 41.7 6.7 96.7 23.3 13.3 98.3 63.3 18.3 33.3 6.7 13.3 92.2 
Lab H 83.3 10.0 100.0 6.7 0.0 33.3 71.7 33.3 33.3 4.4 0.0 0.0 
Lab I 86.7 1.7 100.0 50.0 0.0 60.0 91.7 46.7 33.3 0.0 0.0 0.0 
Lab J 68.3 13.3 93.3 13.3 93.3 3.3 60.0 40.0 22.2 13.3 20.0 100.0 
Lab K 80.0 5.0 98.3 26.7 0.0 0.0 60.0 20.0 0.0 24.4 0.0 0.0 
Lab L 86.7 4.6 100.0 0.0 8.3 42.9 94.2 20.8 58.3 11.4 0.0 0.0 
Lab M 68.3 20.8 90.0 14.6 20.0 42.1 70.0 25.0 45.0 31.4 13.3 16.7 

All Large Labs 85.0 16.7 100.0 11.7 20.0 68.3 80.0 23.3 33.3 33.3 0.0 13.3 
All Examiners 85.0 16.7 100.0 6.7 36.7 81.7 85.0 21.7 33.3 37.8 0.0 18.9 

 
5 Materials and Methods 

The study was conducted between 2013-2014, and initialized by generating 
six mixture samples, with four being a mixture of two DNA sources, and the 
remaining two being a mixture of three DNA sources. Each sample was 
analyzed, and the electropherogram files obtained.  The . fsa files, along with 
a questionnaire, and standardized worksheets to record results, were then 
sent to forensic laboratories, primarily from the United States, for voluntary 
participation in the study. Fifty-five laboratories with 189 examiners 
returned completed questionnaires and worksheets. 

 
5.1 Preparation of Samples 

 

Samples were taken from buccal swabs of 14 unrelated individuals, incu- 
bated at 56◦C,  extracted, and purified with QIAGEN BioRobot EZ1 
Advanced XL™ with Investigator Card. The estimated con- centration of 
DNA present from each contributor sample was determined by quantifying 
with the Applied Biosystems® Plexor® HY (Promega) quantification kit 
and 7500 HID instrument. DNA quantities were targeted at 1 ng DNA. The 
sample DNA was then amplified using the Applied  
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Biosystems® Geneamp™ PCR System 9700 and separated by capillary 
electrophoresis on the Applied Biosystems® 3130xl Genetic Analyzer™ with 
the Identifiler Plus® (ID+) or PowerPlex® 16 Hot Start (PP16 HS) 
amplification kits. Single source profiles were generated for each of the 14 
contributors in order to serve as a key for the mixtures. 

The 14 individual profiles were populated into NIST’s Virtual Mixture 
Maker [40] to develop hypothetical 2- and 3-person mixtures. The program 
performs a pairwise comparison of STR profiles in a dataset and calculates 
the number of loci possessing 1-6 alleles in all possible mixtures. The median 
allelic overlap from the 2- and 3-person mixtures were selected for the study 
and used in the mixture generation as follows. 

Accurate assessment of the single-source sample concentrations allowed 
for the appropriate selection of DNA target quantities to be used in order 
to generate mixtures at the desired ratios. Single- source samples (except 
two samples) were normalized to approximately 0.1ng/µL in a final volume 
of 500 µL of TE buffer. For these two samples, the concentrations were 
adjusted by using their peak height values as an concentration estimate after 
analysis in the Applied Biosystems® 3130xl Genetic Analyzer™ due to 
larger peak heights than expected.  

Two and 3-person mixtures were generated using ID+ and PP16 HS 
amplification kits. Single-source samples were amplified at a target of 0.4ng 
with the PP16 HS kit. The 3130xl CE instrument was run with each 
respective kit according to the kit manufacturer’s instructions using 28 
reaction cycles. The resulting .fsa files were analyzed utilizing the 
GeneMapper® IDX™ software (versions 1.0.1/1.1). 

A total of six mixtures were generated, including four 2-person mixtures 
and two 3-person mixtures. All mixtures were then quantified with Plexor® 

HY, followed by amplification in triplicate and analysis on the 3130xl CE 
Genetic Analyzer. Peak height response (signal intensity) was used to 
determine the ratio of one mixture to the other. All peak heights for a 
given contributor to a mixture were summed and then compared with the 
sum of peak heights from the other contributors to estimate a ratio of 
contributors. If the ratio needed to be adjusted, the concentrations were 
adjusted based on the peak height response of the unshared alleles. 

 
5.2 Examiner Participation 

Participants in the study were solicited via forensic conference presentations, 
the Crime Lab Minute newsletter from the American Society of Crime Lab- 

This resource was prepared by the author(s) using Federal funds provided by the U.S. 
Department of Justice. Opinions or points of view expressed are those of the author(s) and do not 

necessarily reflect the official position or policies of the U.S. Department of Justice.



21  

 
 
 
 

oratory Directors, and direct solicitation to DNA Technical Leaders across 
American forensic laboratories. Each examiner was provided a question- 
naire, DNA mixture data, and a response worksheet to record their inter- 
pretation analysis. The worksheet allowed for an interpreted profile to be 
entered for each contributor in a mixture. The analysts were required to 
determine the number of contributors per mixture. Laboratories were 
requested to have each individual examiner complete the interpretation and 
submit their own interpretation. 

One hundred and eighty- nine individual examiners from 55 laborato- 
ries returned completed interpretation worksheets in 2013-2014, providing a 
snapshot on interpretation during that time frame. Laboratories were pri- 
marily from the United States, with a few laboratories participating from 
Canada, the United Kingdom and New Zealand. The U.S. labs were cate- 
gorized within the study as either local (i.e. affiliated with a city), state, or 
federal, with local labs being the most numerous. 

Examiners were sent the .fsa files from either the ID+ or PP16 kit based 
on the kit routinely used by the laboratory and participating examiner. In 
addition to the six .fsa files, each examiner was sent an Excel® spreadsheet 
with instructions in which to enter their interpretation and comments, as 
well as stochastic and analytical thresholds that were to be used as part of 
the interpretation. Fields were present in the spreadsheet to enter data for 
each mixture on the NOC, estimated mixture proportion, genotype for each 
locus in a contributor profile, and any additional comments, such as the 
type of interpretation analysis performed on the locus, interpretation model 
used, final statistic if generated, and any other comments. 

Also submitted to each examiner for completion was a study survey. 
A participant questionnaire was included and requested the examiner’s 
education level, years of experience, the most influential factor in 
interpretation according to the examiner (such as peak height or NOC), 
any formal training received, typical caseload at their respective 
laboratory, length of time to interpret each mixture, and a qualitative 
assessment of the mixture difficulty. 

 
5.3 Metrics 

In order to understand and measure variability among examiners and be- 
tween laboratories collectively, a method was needed to quantify and com- 
pare the genotypes generated from a DNA mixture interpretation. Because 
interpretations are often complex and include a large range of possible solu- 
tions (obligates, CPI/CPE, etc.), the issue of comparing them is non-trivial. 
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Addressing this issue necessitates defining a metric that quantifies the 
effectiveness of an interpretation. More specifically, a high quality interpre- 
tation has the following characteristics: it is able to correctly identify the 
number of contributors in the mixture, deconvolutes the genetic profile of 
each contributor, and correctly identifies the implied genotype at each lo- 
cus, excluding extra genotypes at each locus. These characteristics can be 
categorized as “accuracy” (the correct genotype is included at a par- 
ticular locus for a contributor) and “precision” (minimizing the number of 
genotypes included at a particular locus for a contributor), two qualities 
that have previously been identified as crucial to a high quality interpre- 
tation [36]. Although each generated genotype of an interpretation is not 
strictly speaking an independent trial, we nevertheless use the terms “ac- 
curacy” and “precision” in a general, not scientific, sense to describe our 
metrics. A high quality interpretation is both accurate, including the correct 
answer (genotype), and precise in giving only the correct answer (minimal 
genotypes). In practice, interpretations can vary widely in both 
characteristics. 

A two-pronged metric was developed to quantify both characteristics. The 
Allelic Truth (AT) score is solely concerned with accuracy, and the Genotype 
Interpretation Metric (GIM) score is solely concerned with precision.  These 
two complementary scores reveal inter- and intra- laboratory variation on 
the quality of DNA mixture interpretation, and provide a way to zero in on 
unusually low scor- ing results. These metrics are also a more detailed way to 
provide labs and individual examiner’s specific feedback in potential training 
and benchmarking scenarios. 

 
5.4 The Allelic Match (AM) Score 

The Allelic Match (AM) score measures an interpretation’s accuracy, and is 
broken down into three subscores: the Allelic Truth (AT), Allelic Falsehood 
(AF), and Inconclusive (INC) scores. They respectively score the number 
of alleles correctly and incorrectly interpreted, as well as the number loci 
that are deemed inconclusive (not interpreted). 

We use the GIM with the following definitions. In forensic DNA 
analysis using the ID+ amplification kit, fifteen autosomal loci are typed as 
comparison points and are denoted L = {D8S1179, D21S11, D7S820, CSF 
1P O, D3S1358, T HO1, D13S317, 
D16S539, D2S1338, D19S433, vW A, TPOX, D18S51, D5S818, F GA}. We 
denote the set of possible alleles (covering at least 95% of the population) 
for a locus l ∈ L as Al.  For example, AT P OX  = {i | 6 ≤ i ≤ 13}.  We also 
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define an augmented set of alleles as At = Al ∪ ‘anyt. 
A combination cl  for a locus l is denoted as a tuple (a, b) where a ∈ Al, b 

∈ At, e.g.  cT P OX  = (8, 11) or (8, any).  If a, b ∈ Al, then a, b are ordered 
such that a ≤ b.  An interpretation for a locus is a set of combinations given 

for a locus l  il  ∈ Al∗,  where Al∗ is the Kleene star on Al.   If il  = E,  it 
is interpreted as “inconclusive”.  An example for l = TPOX is iT P OX  = 
{(8, 8), (8, 11), (11, 11)}. 

A profile P  is a set of interpretations for all fifteen loci, i.e.  P  = {il 
∀l  ∈ L},  that  describe  a  single  individual’s  DNA.  By  definition,  a  DNA 
mixture M has more than one individual’s DNA, and its deconvolution 
DM is denoted as a set of profiles, with the number of contributors (NOC) 
determined by the examiner, i.e. DM = {Pj | 1 <= j <= NOC}. Since 
every examiner E was given six mixtures to interpret, a full response RE = 
{Dk | 1 <= k <= 6} is a set of six mixture interpretation data sets. 

A mixture may have multiple genotypes per locus, but only one geno- 
type is the true or correct answer that accurately reflects the DNA of the 
contributing individuals at each locus. We represent each contributor Ck as 
a set of alleles Ck = {cl∗ | cl ∗ is the correct combination cl, ∀l ∈ L}. Hence, a 
mixture M with N contributors has a true deconvolution TM = {Ck | 1 ≤ k ≤ 
N }. An examiners NOC is correct if NOC = |TM |. Note that instead of 
having multiple combinations or INC possible as with other profiles, a 
contributor has only one combination per locus. 

We can now define the allelic match score AM  for each interpretation i 
of a locus as a tuple of three subscores: AT, AF, and INC, i.e.  AMi = (ATi, 
AFi, INCi). 

Given a mixture and a contributor, the true combination of a locus l is 
denoted c∗l = (x∗, y∗), where x∗, y∗ ∈ Al. We score a single combination cl = 
(x, y) as 

AM (cl) = (AT (cl), AF (cl), INC(cl)) 

(2, 0, 0),        if (x = x∗, y = y∗)
 
(1, 1, 0), if 

 
(x∗ = x and y! = y∗) 
or (x = y ∗ and y! = x∗) or 
(y = x ∗ and x! = y∗) or (y 
= y ∗ and x! = x∗) 

 
 

(1) 

 (1, 0, 0), if (x = x ∗ or x = y∗, y = ‘anyt 
t 

 (0, 1, 0), if (x! = x ∗ and x! = y∗, y = ‘any ) 
(0, 2, 0), if (x! = x∗, x! = y∗, y! = x ∗ and y! = y∗) 
(0, 0, 2), if cl = ‘inct 
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We define a total ordering on the tuple AM = (AT, AF, INC) such that 
for two AM scores AM1 = (AT1, AF1, INC1) and AM2 = (AT2, AF2, INC2), 
AM1 < AM2 if (AT1 < AT2) or if (AT1 = AT2 and AF1 > AF2). In other 
words, an AM score is larger than another if its AT score is higher; if the 
AT scores are equal, then the higher AM score is the one with the smaller 
AF score.  For an interpretation il, its Allelic Match score AM (il) is cal- 
culated as the maximal score of all its combination, i.e.  AM (il) = AM (ct) 
such that ct ∈ il and ∀cl ∈ il, AM (cl) <= AM (ct). 

l l 
Hence, one can assign an aggregate AM score for every profile, decon- 

volution and response by summing individual AM scores, applying vector 
addition to the AM tuple, i.e. for AM1 = (AT1, AF1, INC1), AM2 = (AT2, 
AF2, INC2), AM1 + AM2 = (AT1 + AT2, AF1 + AF2, INC1 + INC2). 
For a profile P , its score is calculated AM (P ) = (AT (P ), AF (P ), INC(P )) =   

l∈L AM (il).The highest possible AT , AF or INC score for a profile of fif- 
teen loci is thirty, since each locus is scored for its two alleles.  Similarly, 
the highest possible AT , AF or INC score is sixty for a two-person mixture 
and ninety for a three-person mixture. 

 
5.5 The Genotype Interpretation Metric 

While the AM score does not penalize entering multiple genotype combina- 
tions at each locus in an interpretation, clearly having fewer combinations 
is preferable to more. In addition to measuring accuracy with the AM score, 
we also measure precision with the GIM score, which measures the number 
of genotype combinations generated at each locus.   

The GIM score compares the number of combinations in the interpreta- 
tion against the total number of combinations ( Cstr) available at each locus, 
calculated from published allele National Center for Biotechnology 
Information (NCBI) frequency values averaged across African American, 
Caucasian, and Hispanic groups to cover 99.5% of the (US?) population. 
A t  e a c h  l o c u s ,  the most precise interpretation is a single two-allele 
genotype combination for each donor, which receives a perfect GIM score 
of 1. An uninterpretable or inconclusive locus, locus dropout, or “Any, Any”, 
is the Inconclusive (“INC”) label, which receives a GIM score of 0. Because 
a combination with an ‘Any’ does not reduce the possible genotype 
combinations, the GIM score is reduced by half. Thus, an interpretation that 
is given with one Any and one allele call is given a score of 0.5, for 
attempting to determine half the genotype. Combinations that reduce the 
possible number of genotypes are then scored and generally score between 
0.5 and 1. Those with fewer genotype combinations, such as an unrestricted 
8, 11, and 12, will score higher than those with additional 
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genotype combinations provided, such as and unrestricted 8, 11, 12, and 13. 
If given a non- INC locus interpretation il = ck , we partition the set of k 
combinations into those containing an ‘any’ and those without: 

il  = Ca ∪ Cwa, where Ca  = {(a, b)|a ∈ Al  and b = ‘anyt} and Cwa  = 
{(a, b)|a, b ∈ Al}.  We measure its GIM score as 

1, if Ca = ∅ and |Cwa| = 1 

GIM (il) =      0, if il = ‘INCt 
 Cwa  1− | | 

 
2|Ca|   , otherwise 

As with the AM score, we can assign an aggregate GIM score for every 
locus, contributor profile, and mixture profile (all contributors in a mixture), 
deconvolution and response by summing individual GIM scores: the GIM 
score of a profile GIM (P ) = l∈L GIM (il) is the sum of GIM scores 
across all loci, the score of a deconvolution GIM (DM ) =    Pj ∈DM GIM (Pj ) 
is the sum of its profile scores, and the score of the entire response GIM 
(R) = 
  

DM ∈R GIM (DM ) is the sum of all its mixture deconvolution scores. 
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	Abstract 
	Despite the prevalence and weight of forensic DNA evidence in the criminal justice system, little is known concerning the amount of variability in the interpretation of forensic DNA data. Variability in interpretation is affected when the DNA sample is complex, consists of multiple contributors, or the starting DNA template is minimal. Pre- vious DNA mixture interpretation studies have qualitatively indicated that variability exists. We present a wide-scale quantitative assessment, using novel metrics, to m
	 
	 
	 
	 
	1 Introduction 
	Considered a reliable standard in forensics, DNA profiles generated from evidence are routinely entered into court proceedings. Because DNA evidence often plays a significant role in either convicting or exonerating persons of interest, the accuracy and precision of forensic DNA analysis is essential. 
	Although the science behind DNA profile generation is reliable and re- peatable, the interpretation of this data is not free of subjectivity. Pre- vious DNA mixture studies by the National Institute of Standards and Technology (NIST) have indicated variability in interpretation results when the same DNA mixtures were submitted to multiple laboratories [1]. This variability may be compounded as the complexity of a DNA sample increases, but the degree of variability present in DNA mixture interpretation by th
	The purpose of this study was to assess the state of DNA mixture inter- pretation in the forensic DNA community. Specifically, this study investi- gates the variability in the precision and accuracy of DNA examiners’ mixture interpretations given .fsa files. While other DNA mixture studies have been conducted, results have been reported on a broad, mainly qualitative level. The results of this study are presented as follows: 1) we developed novel metrics to quantify a DNA examiner’s accuracy and precision i
	The amount of variation that exists, and whether that variation is con- sistent within and between laboratories, is of interest to the forensic DNA community. Because DNA training and interpretation protocols are deterined by each individual laboratory, we investigated whether intra-laboratory variability, where examiners utilize identical protocols and training, would be significantly different than inter-laboratory variability, where protocol and training differences are expected. The metrics developed by
	examiner’s interpretation performance, determine mixture interpretation limitations within a laboratory, and infer whether a new method implemented in a laboratory yields improved precision and accuracy over previous methodologies.
	 
	2 Background/Related Works 
	Current forensic analysis of DNA relies on sections of noncoding DNA, com- posed of 3-5 repeating base-pair fragments, ranging between 100-450 total nucleotides in length. Known as short tandem repeats (STRs), these repeats occur at multiple locations in the genome and forensic laboratories utilize a select few to generate a genetic profile. The exact number of STRs at a single locus varies widely enough between individuals and, when multiple locations (loci) of STRs are considered in combination, they can 
	Extensive research and evaluation has gone into refining the data in- terpretation of the generated STR data. With its ability to individualize and its popularity in pop culture (television forensics and courtroom dramas), DNA evidence can influence the generation of a verdict [2]. Due to the varying complexity of DNA evidence, results are influenced by the ability of its practitioners to accurately interpret the data and in a manner that can be duplicated by another DNA examiner. 
	Laboratory accreditation is intended to address these issues by imple- menting quality controls and establishing quality assurance systems to mini- mize error and improve consistency. The FBI has generated DNA processing and interpretation guidelines with widespread adoption [3, 4], but the specific interpretation guidelines and limits are largely set by each laboratory. The quality of interpretation and execution is also influenced by the quality of the DNA data generated from a given sample and by the exa
	 
	 
	 
	 
	Sample quality presents its own challenges to interpretation [12]. Fac- tors such as a low level of DNA template [13, 14, 15, 16], can negatively impact interpretation and may contribute to the interpretation variation. In addition, determining the assumed number of contributors (NOC) in a mixture is a non-trivial problem [17, 12, 18]; ambiguity increases as NOC increases and complex, sophisticated computational programs have been de- veloped to address this issue and assist the examiner [19]. Stochastic ef
	The difficulty of mixture interpretation is compounded by the lack of consensus regarding standard methods and protocols for analysis and inter- pretation of DNA mixtures [5, 29, 30], the use of qualitative versus quan- titative methods [29], the type of statistic applied, and the role of software and computational programs. Thus, the state of DNA mixture interpreta- tion with respect to its accuracy and precision remains an important open question. Past inter-laboratory studies include those conducted by N
	By employing novel metrics, this study attempts to quantitatively iden- tify the current range of variation in DNA mixture interpretation within the forensic community. 
	 
	Results 
	The novel metrics employed in this study aid in determining the following: 
	1. The amount of variation and general state of DNA mixture interpre- tation among participating examiners 
	1. The amount of variation and general state of DNA mixture interpre- tation among participating examiners 
	1. The amount of variation and general state of DNA mixture interpre- tation among participating examiners 
	1. The amount of variation and general state of DNA mixture interpre- tation among participating examiners 
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	2. The amount of variation and general state of DNA mixture interpre- tation among laboratories 
	2. The amount of variation and general state of DNA mixture interpre- tation among laboratories 
	2. The amount of variation and general state of DNA mixture interpre- tation among laboratories 
	2. The amount of variation and general state of DNA mixture interpre- tation among laboratories 



	Using the study’s accuracy and precision metrics defined in Materials and Methods, statistics were calculated for the overall quality of an exam- iner’s DNA interpretation by comparing the examiner generated genotypes to the true, known genotypes of each contributor in a mixture. The vari- ation, or range of genotypes, contained therein is then determined. The variation is quantified by taking the median score of the set and calculat- ing the interquartile range (IQR, the difference between the first and th
	This enables the data to be calculated into two statistics per grouping: the median score (the middle value) and the IQR as a measure of the variabil- ity within each designated group. The median scores help compare results between laboratories. Changes in the metric values also reflect increasing mixture complexity (increasing the number of contributors and/or equalizing contributor ratios), as seen in the provided mixtures. If one laboratory’s median score is significantly lower than another laboratory’s 
	The scores are calculated at a range of granularity levels to expose any outliers or unusual degrees of variability:  the Genotype Interpretation Metric (GIM) and Allelic Truth (AT) metric were calculated at each locus of a mixture, for an individual contributor in a mixture, by overall mixture (including all contributor genotypes of a mixture), by laboratory, and, fi- nally, by grouping laboratories defined by a particular jurisdiction (local, state, federal, and international/other).  Due to the amount of
	 
	 
	 
	 
	 
	 
	Table 1: Details of the DNA mixture samples sent to participants: Mixtures 1-6 are listed and the number of contributors, the ratio of the major and minor contributors, and whether a reference profile was provided to the examiners is displayed. A reference profile refers to a known contributor that is assumed to be present in the mixture. 
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	While boxplots visualize median and IQR scores for either accuracy or precision among the labs, scatterplots can directly compare both. We plot either median or IQR scores of accuracy against precision in Figures 4 and 5, with each laboratory represented as a dot with size proportional to the number of participants in a laboratory (note: not all examiners from a laboratory participated in the study). This enables the study to assess whether there is a trade-off between precision and accuracy when an examine
	 
	2.1   Mixture 1, A Baseline Mixture 
	As a preliminary exploration into interpretation variability, we calculated the described GIM and AT metrics by laboratory region at the local level (city- and county-level), state, federal and the rest of the labs combined together due to their small samples size (international/other), as seen in Figure 1a. While all mixtures in this study exhibit variability, Mixture 1 (see Table 1) is highlighted, which shows the jurisdiction-based metrics for Mixture 1 (Figure 1a). This mixture was designed to be the mo
	In Mixture 1, GIM and AT variability is found at all laboratory levels, both between laboratories within the same grouping and between groups 
	 
	 
	 
	 
	(Figure 1a). GIM and AT scores grouped by jurisdiction show small differ- ences in median score but larger differences in IQR (Figure 1a), resulting from larger variation among examiners in the jurisdiction. Federal labs dis- play the highest GIM and AT median scores, as well as the smallest IQR. Local labs show the most variation, with an IQR of slightly above 0.6 to slightly under 0.9 for both GIM and AT scores. 
	We also investigate whether variation, via GIM and AT scores, is due to distinct differences between laboratories or is distributed evenly between all laboratories. In order to investigate the variability within a lab, we exam- ine the local laboratories using the ID+ amplification kit with at least five participating examiners. Examiners using PP16 kits also displayed similar variation; to clarify the manuscript and to limit redundancy, only ID+ results are discussed in detail. Six such participating labor
	We can further investigate Laboratory C’s (n=8 participating examin- ers) variation by separating metrics by the major and minor contributors in Mixture 1. Figure 1e indicates that while there is a tight consensus in both GIM and AT scores for the major, the variability in overall mixture score comes primarily from the minor profile, whose IQR spans half (0.5) of the entire spectrum. 
	Finally, further investigation of variability of the minor contributor in Mixture 1 by locus (Figure 1g) indicates that there is no consensus in either precision or accuracy across loci. Since the GIM IQR includes a zero score on a majority of loci, this also indicates several examiners deemed the minor contributor as uninterpretable or ‘inconclusive’ at various loci. Oppositely, several examiners within Laboratory C chose to interpret the minor profile and all but one locus has an AT IQR reaching 1, indica
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	Figure
	Figure
	(a) Mixture 1: GIM Met- ric by Jurisdiction 
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	Figure
	(c) Mixture 1: GIM Met- ric by Large Laboratories (n≥5 examiners) 
	 
	 
	Figure
	(e) Mixture 1: Contribu- tor GIM Metric for Lab- oratory C (n=8) 
	 
	 
	Figure
	(g) Mixture 1: Minor Contributor GIM Metric by Locus for Laboratory C 
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	(b) Mixture 1: AT Met- ric by Jurisdiction 
	(b) Mixture 1: AT Met- ric by Jurisdiction 




	 
	 
	Figure
	(d) Mixture 1: AT Met- ric by Large Laboratories (n≥5 examiners) 
	 
	 
	Figure
	(f) Mixture 1: Contribu- tor AT Metric for Labo- ratory C (n=8) 
	 
	 
	Figure
	(h) Mixture 1: Minor Contributor AT Metric by Locus for Laboratory C
	 
	Figure 1: Preliminary data exploration of interpretation variability across large local laboratories with participating examiners using the ID+ amplification kit, and analysis at the profile and locus levels. Each level, starting with jurisdiction at the top, occupies a row. The left column shows boxplots of GIM scores, while the right shows boxplots of AT scores. At every level, note the differences between median scores (red line) and IQRs (box height), as well as the correlation between GIM and AT scores
	 
	2.2 Variability in Mixtures 1-6 
	Since examiner training and protocols are primarily the domain of individ- ual labs, differences in median scores between laboratories may be related to differences in training, amplification kits, and amplification and inter- pretation protocols. Similarly, differences in lab IQR scores may be due to differences in conformity to protocols, i.e. are examiners implementing the written protocols consistently. To ensure appropriate sample size, we report only those labs with at least five examiners in Figures 
	The range of complexity found in the six mixtures is reflected in the wide range of AM and GIM scores generated. To better understand the different scores given to examiners presented with the same .fsa mixture data file, we analyzed participants that utilized mixture data generated from the ID+ amplification kits. Because Mixtures 5 and 6 are 3-person mixtures rather than 2-person mixtures (as is the case for Mixtures 1-4), we normalize the AT (DM ) score per mixture by converting it to a percentage of the
	We compare the variability in precision using the GIM scores and the variability in accuracy using the AT scores in Figures 2 and 3. In Mixture 1, the baseline mixture of the study, significant inter- and intra- laboratory variability exists in the median lab scores.  Some laboratories have a median GIM score close to 1.0, while others have a score below 0.7, and a single lab is below 0.5. With intra-laboratory variability, certain laboratories have a tight range of scores between examiners (low IQR), while
	The general spread of AT scores resembles that of the GIM scores, where laboratories that score high on precision also score high on accuracy. It should be noted that an examiner can generate a high GIM score, but not provide the correct genotype and therefore have a lower AT score. Additionally, the GIM IQR of each laboratory is also similar to its AT IQR, indicating that the amount of variability within a lab is consistent with respect 
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	to accuracy as well as precision and varies between participating laboratories. Comparing GIM and AT median and IQR scores directly in Figures 4 and 5 confirms this, with laboratory scores fairly close to the identity diagonal. More rigorous analysis using Spearman’s coefficient [37], a nonparametric measure of rank correlation that assesses the relationship between two variables, shows a correlation factor of over 0.9 for almost all mixtures. This indicates a high correlation for median and IQR scores. 
	This patterns also exists for Mixture 2 (Figure 4). Even so, the range of scores found within laboratories still exhibits significant variation, reaching approximately 0.5 for one laboratory, but laboratories with high accuracy and precision scoring are correlated. 
	Although the correlation between GIM and AT scores persists in Mix- ture 3 (Figure 4), the GIM and AT values decrease significantly. This indicates the general difficulty of interpreting a mixture in the absence of an assumed known contributor, with a more difficult Major:minor contributor ratio, and with unpredictable stochastic effects. Nonetheless, certain laboratories and examiners still exhibit a uniformly high level of accuracy and precision. Figure 4 shows the wide scatter of laboratory scores, with 
	The median scores for Mixture 4 in Figure 4 improve to levels similar to that of Mixture 1 and 2, which are both similar in contributor ratio. The median and IQR scores of Mixture 4 span approximately half the spectrum of Mixture 3, from 0.5 to 1.0 for median scores to 0 to 0.5 for IQR scores, as seen in Figure 4. The points lie near the identity diagonal in Figure 4, again indicating correlation in the GIM and AT scores. 
	The lowered GIM and AT scores of Mixtures 5 and 6 reflect the increased complexity of a 3-person mixture. Results indicate a majority of the participating laboratories did not attempt to deconvolute such mixtures, either  being  prohibited  by  their  protocols  in  attempting  to  interpret a 3-person mixture or deeming the data uninterpretable; the former is a laboratory wide issue, while the latter is a matter of personal choice. For scoring purposes, both were deemed inconclusive and scored identically.
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	(e) Mixture 3 by GIM (f) Mixture 3 by AT 
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	Figure
	(g) Mixture 4 by GIM (h) Mixture 4 by AT 
	 
	Figure 2: Boxplots for 2-person Mixtures 1 − 4 of the thirteen labs with five or more participants, giving the distributions of each laboratory’s respective scores. Red lines indicate median scores, boxes delimit the IQR, with outliers beyond it. The left column displays the GIM scores for the entire mixture from each laboratory, while the right column displays the AT scores for the entire mixture from each laboratory. Lab designation is not related to those identified in Figure 1. 
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	(a) Mixture 5 by GIM (b) Mixture 5 by AT 
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	Figure
	(c) Mixture 6 by GIM (d) Mixture 6 by AT 
	 
	Figure 3: Boxplots for 3-person Mixtures 5 − 6 of the thirteen labs with five or more participants, giving the distributions of each lab’s respective examiners’ scores. Red lines indicate median scores, boxes delimit the IQR, with outliers beyond it. The left column displays the GIM scores for the entire mixture from each laboratory, while the right column displays the AT scores for the entire mixture from each laboratory. Lab designation is not related to those identified in Figure 1. 
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	Figure
	(c)  Mixture 2, Median GIM vs AT 
	 
	 
	Figure
	(e)  Mixture 3, Median GIM vs AT 
	 
	 
	Figure
	(g)  Mixture 4, Median GIM vs AT 
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	Figure
	(d) Mixture 2, IQR GIM vs AT 
	 
	 
	Figure
	(f) Mixture 3, IQR GIM vs AT 
	 
	 
	Figure
	(h) Mixture 4, IQR GIM vs AT 
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	Figure 4: Scatterplots of GIM vs AT scores for 2-person Mixtures 1 − 4 of the thirteen labs with five or more participants, defined as “Big” labs. The size of each dot is proportional to the number of participating examiners in the lab. The left column displays the median scores from each lab, while the right column displays the IQR scores. Those with higher GIM and AT scores will coincide with dots near the upper right corner. 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	  
	Figure
	Figure
	(a) Mixture 5, Median GIM vs AT 
	(a) Mixture 5, Median GIM vs AT 
	(a) Mixture 5, Median GIM vs AT 
	(a) Mixture 5, Median GIM vs AT 



	 
	 
	Figure
	(c)  Mixture 6, Median GIM vs AT 
	L
	L
	(b) Mixture 5, IQR GIM vs AT 
	(b) Mixture 5, IQR GIM vs AT 



	 
	 
	Figure
	(d) Mixture 6, IQR GIM vs AT 
	 
	Figure 5: Scatterplots of GIM vs AT scores for 3-person Mixtures 5 − 6 of the thirteen labs with five or more participants, defined as “Big” labs. The size of each dot is proportional to the number of participating examiners in the lab. The left column displays the median scores from each lab, while the right column displays the IQR scores. Those with higher GIM and AT scores will coincide with dots near the upper right corner. 
	 
	 
	 
	 
	the minor profiles, with the GIM score in general lagging slightly behind the AT score. This indicates that laboratories that deconvolute mixture 5 are more cautious, reporting more possible genotype combinations than in other mixtures. However, their accuracy remains high. 
	Mixture 6 (Table 1) has, unsurprisingly, the lowest metric scores, with a majority of the labs reporting “Inconclusive” for the entire mixture. A few laboratories, however, deconvolute the mixture with varying degrees of success, as seen by a median GIM score above 0 in Figure. 3. The majority of examiners within those laboratories attempted to deconvolute the mixture.  Within these labs, certain examiners achieved relatively high GIM and AT scores  even with a highly ambiguous and difficult mixture dataset
	 
	3 Discussion 
	3.1 Quantifying variability in mixture interpretation 
	3.1 Quantifying variability in mixture interpretation 
	3.1 Quantifying variability in mixture interpretation 
	3.1 Quantifying variability in mixture interpretation 



	The boxplots of the GIM and AT scores for the six mixtures provide a snapshot on the state of DNA mixture interpretation in the forensic DNA community. The inclusion of an assumed known reference DNA profile has a marked positive effect on interpretability, increasing both GIM and AT scores such that the two-person Mixture 2 has the best metric results with respect to both median and IQR scores. Likely peak height, cited in the survey as the most influential factor in interpretation, plays a significant rol
	Results generally indicate that the two-person DNA mixtures given were considered interpretable by a majority of examiners (ability to generate a profile for each contributor). Mixtures 1, 2, and 4 have median GIM and AT scores of at least 0.8 for all examiners (Tables 2 and 3). A majority of examiners appear to have more difficulty with Mixture 3, a mixture with low peak height values and a median score of approximately 0.3. However, there are examiners able to fully deconvolute Mixture 3, indicating that 
	In comparison, three-person mixtures are difficult, with a majority of lab- oratories not considering the datasets for interpretation. The majority of examiners that interpreted Mixture 5, a 4:1:1 three-person mixture with a reference profile provided, only reported back the genotype of the reference profile without further attempting to interpret the rest of the contributors in the mixture, thus giving a median GIM and AT score of 0.33. With Mixture 6, the majority of laboratories and examiners did not att
	 
	3.2 Capturing the relative interpretation state for each participating laboratory 
	A major goal of this study was to identify the variability within individual participating laboratories. Determining the areas of interpretation difficulty, such as those with large variation or mixtures that an examiner will not interpret, reveals possible areas for protocol and training improvements. When new changes are implemented into a laboratory, the GIM and AT metrics can be recalculated among examiners and compared to previous GIM and AT scores and determine whether the changes decreased variation 
	We found that overall, among the larger participating laboratories, a strong correlation (Spearman’s coefficient > 0.9) exists between the median GIM and AT scores. We consider these laboratories that are consistently able to deconvolute difficult mixtures with high precision and accuracy and minimized variations as the current upper threshold of DNA interpretation. Hence, long-term goals for other participating laboratories should include improving median scores and shrinking IQR scores to be closer to tho
	A laboratory’s IQR number is helpful in indicating whether perhaps training can minimize variability, with a smaller range indicating stronger adherence to and/or clearer protocols. Since we found no (strong) correlation between scores and years of experience (Spearman’s coefficient), we posit the range of scores found within a lab are not due to differing levels of experience, but to other factors such as in-house training and quality control. Therefore, another laboratory goal is to decrease the range of 
	Furthermore, laboratories often have a tight IQR in one mixture, but a much larger range in another. Likewise, a separate laboratory may ex- perience the exact opposite in their IQR scores for the same two mixtures. Hence, the areas of consensus (and the lack thereof) differ by laboratory and potentially point to specific areas of ambiguities or difficulties unique to each lab and/or protocol. 
	 
	4 Conclusion 
	Since the results of a DNA interpretation in casework often have profound and long-lasting repercussions in the criminal justice system, the interpre- tation should be as objective, reproducible, and error-free as possible. Like all forensic fields, the quality of DNA interpretation is dependent on a num- ber of factors, including the sample, examiner, and laboratory. This study provided six carefully curated DNA mixtures of varying difficulty to 189 participating examiners and 55 laboratories. The study at
	The results suggest that there is significant intra- and inter-laboratory variation. They also suggest that two-person mixtures with signal peaks above stochastic threshold are generally interpretable, while three-person mixtures are currently beyond the scope or protocol limits for most participating examiners. The results highlight the impact of a reference profile and of strong peak heights in the interpretability of a mixture. There are, however, laboratories and participants that were able to interpret
	 
	 
	 
	 
	Table 2: Data for GIM scores in percentage for all laboratories with five or more examiners. Individual scores were computed per mixture for every examiner in the lab, and the overall median score and interquartile range (IQR) are reported. Median and IQR scores are reported for all combined examiners in a large lab, as well as all examiners in the study. 
	 
	 
	 
	 
	 

	Mixture 1 
	Mixture 1 

	Mixture 2 
	Mixture 2 

	Mixture 3 
	Mixture 3 

	Mixture 4 
	Mixture 4 

	Mixture 5 
	Mixture 5 

	Mixture 6 
	Mixture 6 

	Span

	 
	 
	 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Span

	Lab A 
	Lab A 
	Lab A 

	91.5 
	91.5 

	13.1 
	13.1 

	100.0 
	100.0 

	0.0 
	0.0 

	92.7 
	92.7 

	3.8 
	3.8 

	87.5 
	87.5 

	13.6 
	13.6 

	33.3 
	33.3 

	40.4 
	40.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab B 
	Lab B 
	Lab B 

	83.3 
	83.3 

	6.7 
	6.7 

	100.0 
	100.0 

	6.7 
	6.7 

	30.4 
	30.4 

	11.5 
	11.5 

	76.7 
	76.7 

	7.6 
	7.6 

	59.5 
	59.5 

	35.1 
	35.1 

	29.7 
	29.7 

	34.2 
	34.2 

	Span

	Lab C 
	Lab C 
	Lab C 

	94.2 
	94.2 

	8.7 
	8.7 

	100.0 
	100.0 

	0.1 
	0.1 

	46.1 
	46.1 

	47.3 
	47.3 

	97.5 
	97.5 

	4.4 
	4.4 

	54.4 
	54.4 

	57.7 
	57.7 

	16.9 
	16.9 

	78.0 
	78.0 

	Span

	Lab D 
	Lab D 
	Lab D 

	90.0 
	90.0 

	9.7 
	9.7 

	86.7 
	86.7 

	3.3 
	3.3 

	0.0 
	0.0 

	0.0 
	0.0 

	78.3 
	78.3 

	11.7 
	11.7 

	33.3 
	33.3 

	0.0 
	0.0 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab E 
	Lab E 
	Lab E 

	76.3 
	76.3 

	26.2 
	26.2 

	93.9 
	93.9 

	5.4 
	5.4 

	17.9 
	17.9 

	18.0 
	18.0 

	86.3 
	86.3 

	6.2 
	6.2 

	63.9 
	63.9 

	21.8 
	21.8 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab F 
	Lab F 
	Lab F 

	64.5 
	64.5 

	29.2 
	29.2 

	91.9 
	91.9 

	5.1 
	5.1 

	18.0 
	18.0 

	1.4 
	1.4 

	69.9 
	69.9 

	2.1 
	2.1 

	20.0 
	20.0 

	11.1 
	11.1 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab G 
	Lab G 
	Lab G 

	37.5 
	37.5 

	11.1 
	11.1 

	96.7 
	96.7 

	27.2 
	27.2 

	12.1 
	12.1 

	90.3 
	90.3 

	64.1 
	64.1 

	9.3 
	9.3 

	33.3 
	33.3 

	3.9 
	3.9 

	11.3 
	11.3 

	81.1 
	81.1 

	Span

	Lab H 
	Lab H 
	Lab H 

	82.8 
	82.8 

	11.7 
	11.7 

	100.0 
	100.0 

	8.0 
	8.0 

	0.0 
	0.0 

	29.8 
	29.8 

	71.7 
	71.7 

	34.1 
	34.1 

	33.3 
	33.3 

	4.6 
	4.6 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab I 
	Lab I 
	Lab I 

	85.8 
	85.8 

	0.4 
	0.4 

	100.0 
	100.0 

	50.0 
	50.0 

	0.0 
	0.0 

	37.7 
	37.7 

	92.0 
	92.0 

	43.2 
	43.2 

	33.3 
	33.3 

	0.0 
	0.0 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab J 
	Lab J 
	Lab J 

	70.0 
	70.0 

	7.4 
	7.4 

	93.3 
	93.3 

	13.3 
	13.3 

	82.8 
	82.8 

	0.0 
	0.0 

	52.7 
	52.7 

	35.8 
	35.8 

	21.7 
	21.7 

	12.0 
	12.0 

	17.4 
	17.4 

	83.3 
	83.3 

	Span

	Lab K 
	Lab K 
	Lab K 

	79.3 
	79.3 

	5.0 
	5.0 

	98.7 
	98.7 

	26.7 
	26.7 

	0.0 
	0.0 

	0.0 
	0.0 

	60.0 
	60.0 

	20.9 
	20.9 

	0.0 
	0.0 

	24.4 
	24.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab L 
	Lab L 
	Lab L 

	85.8 
	85.8 

	4.1 
	4.1 

	100.0 
	100.0 

	0.0 
	0.0 

	7.6 
	7.6 

	33.5 
	33.5 

	92.3 
	92.3 

	19.8 
	19.8 

	47.9 
	47.9 

	7.2 
	7.2 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab M 
	Lab M 
	Lab M 

	66.9 
	66.9 

	23.1 
	23.1 

	90.0 
	90.0 

	14.0 
	14.0 

	18.0 
	18.0 

	40.0 
	40.0 

	72.6 
	72.6 

	21.3 
	21.3 

	44.6 
	44.6 

	29.0 
	29.0 

	11.3 
	11.3 

	14.1 
	14.1 

	Span

	All Large Labs 
	All Large Labs 
	All Large Labs 

	84.5 
	84.5 

	16.5 
	16.5 

	98.3 
	98.3 

	11.7 
	11.7 

	18.0 
	18.0 

	59.8 
	59.8 

	78.3 
	78.3 

	22.0 
	22.0 

	33.3 
	33.3 

	24.8 
	24.8 

	0.0 
	0.0 

	11.3 
	11.3 

	Span

	All Examiners 
	All Examiners 
	All Examiners 

	85.0 
	85.0 

	15.5 
	15.5 

	99.9 
	99.9 

	10.4 
	10.4 

	30.4 
	30.4 

	75.0 
	75.0 

	81.7 
	81.7 

	18.9 
	18.9 

	33.3 
	33.3 

	35.0 
	35.0 

	0.0 
	0.0 

	11.3 
	11.3 

	Span


	 
	 
	This study quantified variations using novel metrics and provides  forensic laboratories a framework to track the effects of any protocol changes to improve interpretation and minimize variability. More in-depth analysis of the study results is needed to identify sources of errors, whether they are lab-specific or community-wide. In this way, the discussion of common errors and metrics from the best-practice labs can be transferred to the rest of the forensic DNA community. The ability to do so can only be 
	In addition, significant advancements have been made in the forensic DNA community regarding DNA mixture interpretation since the submission of the DNA interpretation in 2014. Probabilistic DNA interpretation software programs are more commonly available and are more widely in use by the forensic community, likely aiding in the interpretation of more difficult mixtures. Thus, the authors anticipate that a second round of a large-scale study may find a further reduction in variability, possible correlated wi
	 
	 
	 
	 
	Table 3: Data for AT scores in percentage of total possible for all labs with five or more examiners. Individual scores were computed per mixture for every examiner in the lab, and the overall median score and interquartile range (IQR) are reported. Median and IQR scores are reported for all combined examiners in a large lab, as well as all examiners in the study. 
	 
	 
	 
	 
	 

	Mixture 1 
	Mixture 1 

	Mixture 2 
	Mixture 2 

	Mixture 3 
	Mixture 3 

	Mixture 4 
	Mixture 4 

	Mixture 5 
	Mixture 5 

	Mixture 6 
	Mixture 6 

	Span

	 
	 
	 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Median 
	Median 

	IQR 
	IQR 

	Span

	Lab A 
	Lab A 
	Lab A 

	88.3 
	88.3 

	13.3 
	13.3 

	100.0 
	100.0 

	0.0 
	0.0 

	93.3 
	93.3 

	13.3 
	13.3 

	85.0 
	85.0 

	8.3 
	8.3 

	33.3 
	33.3 

	34.4 
	34.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab B 
	Lab B 
	Lab B 

	85.0 
	85.0 

	3.3 
	3.3 

	100.0 
	100.0 

	6.7 
	6.7 

	30.0 
	30.0 

	6.7 
	6.7 

	75.0 
	75.0 

	5.0 
	5.0 

	60.0 
	60.0 

	34.4 
	34.4 

	28.9 
	28.9 

	28.9 
	28.9 

	Span

	Lab C 
	Lab C 
	Lab C 

	94.1 
	94.1 

	8.3 
	8.3 

	100.0 
	100.0 

	0.0 
	0.0 

	66.7 
	66.7 

	35.0 
	35.0 

	98.3 
	98.3 

	7.1 
	7.1 

	79.4 
	79.4 

	65.8 
	65.8 

	38.9 
	38.9 

	94.0 
	94.0 

	Span

	Lab D 
	Lab D 
	Lab D 

	90.0 
	90.0 

	5.0 
	5.0 

	86.7 
	86.7 

	3.3 
	3.3 

	0.0 
	0.0 

	0.0 
	0.0 

	78.3 
	78.3 

	10.0 
	10.0 

	33.3 
	33.3 

	0.0 
	0.0 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab E 
	Lab E 
	Lab E 

	80.0 
	80.0 

	33.3 
	33.3 

	98.3 
	98.3 

	3.3 
	3.3 

	20.0 
	20.0 

	20.0 
	20.0 

	93.3 
	93.3 

	6.7 
	6.7 

	73.3 
	73.3 

	28.9 
	28.9 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab F 
	Lab F 
	Lab F 

	65.0 
	65.0 

	28.3 
	28.3 

	100.0 
	100.0 

	0.0 
	0.0 

	20.0 
	20.0 

	1.7 
	1.7 

	80.0 
	80.0 

	0.0 
	0.0 

	20.0 
	20.0 

	11.4 
	11.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab G 
	Lab G 
	Lab G 

	41.7 
	41.7 

	6.7 
	6.7 

	96.7 
	96.7 

	23.3 
	23.3 

	13.3 
	13.3 

	98.3 
	98.3 

	63.3 
	63.3 

	18.3 
	18.3 

	33.3 
	33.3 

	6.7 
	6.7 

	13.3 
	13.3 

	92.2 
	92.2 

	Span

	Lab H 
	Lab H 
	Lab H 

	83.3 
	83.3 

	10.0 
	10.0 

	100.0 
	100.0 

	6.7 
	6.7 

	0.0 
	0.0 

	33.3 
	33.3 

	71.7 
	71.7 

	33.3 
	33.3 

	33.3 
	33.3 

	4.4 
	4.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab I 
	Lab I 
	Lab I 

	86.7 
	86.7 

	1.7 
	1.7 

	100.0 
	100.0 

	50.0 
	50.0 

	0.0 
	0.0 

	60.0 
	60.0 

	91.7 
	91.7 

	46.7 
	46.7 

	33.3 
	33.3 

	0.0 
	0.0 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab J 
	Lab J 
	Lab J 

	68.3 
	68.3 

	13.3 
	13.3 

	93.3 
	93.3 

	13.3 
	13.3 

	93.3 
	93.3 

	3.3 
	3.3 

	60.0 
	60.0 

	40.0 
	40.0 

	22.2 
	22.2 

	13.3 
	13.3 

	20.0 
	20.0 

	100.0 
	100.0 

	Span

	Lab K 
	Lab K 
	Lab K 

	80.0 
	80.0 

	5.0 
	5.0 

	98.3 
	98.3 

	26.7 
	26.7 

	0.0 
	0.0 

	0.0 
	0.0 

	60.0 
	60.0 

	20.0 
	20.0 

	0.0 
	0.0 

	24.4 
	24.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab L 
	Lab L 
	Lab L 

	86.7 
	86.7 

	4.6 
	4.6 

	100.0 
	100.0 

	0.0 
	0.0 

	8.3 
	8.3 

	42.9 
	42.9 

	94.2 
	94.2 

	20.8 
	20.8 

	58.3 
	58.3 

	11.4 
	11.4 

	0.0 
	0.0 

	0.0 
	0.0 

	Span

	Lab M 
	Lab M 
	Lab M 

	68.3 
	68.3 

	20.8 
	20.8 

	90.0 
	90.0 

	14.6 
	14.6 

	20.0 
	20.0 

	42.1 
	42.1 

	70.0 
	70.0 

	25.0 
	25.0 

	45.0 
	45.0 

	31.4 
	31.4 

	13.3 
	13.3 

	16.7 
	16.7 

	Span

	All Large Labs 
	All Large Labs 
	All Large Labs 

	85.0 
	85.0 

	16.7 
	16.7 

	100.0 
	100.0 

	11.7 
	11.7 

	20.0 
	20.0 

	68.3 
	68.3 

	80.0 
	80.0 

	23.3 
	23.3 

	33.3 
	33.3 

	33.3 
	33.3 

	0.0 
	0.0 

	13.3 
	13.3 

	Span

	All Examiners 
	All Examiners 
	All Examiners 

	85.0 
	85.0 

	16.7 
	16.7 

	100.0 
	100.0 

	6.7 
	6.7 

	36.7 
	36.7 

	81.7 
	81.7 

	85.0 
	85.0 

	21.7 
	21.7 

	33.3 
	33.3 

	37.8 
	37.8 

	0.0 
	0.0 

	18.9 
	18.9 

	Span


	 
	5 Materials and Methods 
	The study was conducted between 2013-2014, and initialized by generating six mixture samples, with four being a mixture of two DNA sources, and the remaining two being a mixture of three DNA sources. Each sample was analyzed, and the electropherogram files obtained.  The .fsa files, along with a questionnaire, and standardized worksheets to record results, were then sent to forensic laboratories, primarily from the United States, for voluntary participation in the study. Fifty-five laboratories with 189 exa
	 
	5.1 Preparation of Samples 
	 
	Samples were taken from buccal swabs of 14 unrelated individuals, incu- bated at 56◦C, extracted, and purified with QIAGEN BioRobot EZ1 Advanced XL™ with Investigator Card. The estimated con- centration of DNA present from each contributor sample was determined by quantifying with the Applied Biosystems® Plexor® HY (Promega) quantification kit and 7500 HID instrument. DNA quantities were targeted at 1 ng DNA. The sample DNA was then amplified using the Applied  
	 
	 
	 
	 
	Biosystems® Geneamp™ PCR System 9700 and separated by capillary electrophoresis on the Applied Biosystems® 3130xl Genetic Analyzer™ with the Identifiler Plus® (ID+) or PowerPlex® 16 Hot Start (PP16 HS) amplification kits. Single source profiles were generated for each of the 14 contributors in order to serve as a key for the mixtures. 
	The 14 individual profiles were populated into NIST’s Virtual Mixture Maker [40] to develop hypothetical 2- and 3-person mixtures. The program performs a pairwise comparison of STR profiles in a dataset and calculates the number of loci possessing 1-6 alleles in all possible mixtures. The median allelic overlap from the 2- and 3-person mixtures were selected for the study and used in the mixture generation as follows. 
	Accurate assessment of the single-source sample concentrations allowed for the appropriate selection of DNA target quantities to be used in order to generate mixtures at the desired ratios. Single-source samples (except two samples) were normalized to approximately 0.1ng/µL in a final volume of 500 µL of TE buffer. For these two samples, the concentrations were adjusted by using their peak height values as an concentration estimate after analysis in the Applied Biosystems® 3130xl Genetic Analyzer™ due to la
	Two and 3-person mixtures were generated using ID+ and PP16 HS amplification kits. Single-source samples were amplified at a target of 0.4ng with the PP16 HS kit. The 3130xl CE instrument was run with each respective kit according to the kit manufacturer’s instructions using 28 reaction cycles. The resulting .fsa files were analyzed utilizing the GeneMapper® IDX™ software (versions 1.0.1/1.1). 
	A total of six mixtures were generated, including four 2-person mixtures and two 3-person mixtures. All mixtures were then quantified with Plexor® HY, followed by amplification in triplicate and analysis on the 3130xl CE Genetic Analyzer. Peak height response (signal intensity) was used to determine the ratio of one mixture to the other. All peak heights for a given contributor to a mixture were summed and then compared with the sum of peak heights from the other contributors to estimate a ratio of contribu
	 
	5.2 Examiner Participation 
	Participants in the study were solicited via forensic conference presentations, the Crime Lab Minute newsletter from the American Society of Crime Lab- 
	 
	 
	 
	 
	oratory Directors, and direct solicitation to DNA Technical Leaders across American forensic laboratories. Each examiner was provided a question- naire, DNA mixture data, and a response worksheet to record their inter- pretation analysis. The worksheet allowed for an interpreted profile to be entered for each contributor in a mixture. The analysts were required to determine the number of contributors per mixture. Laboratories were requested to have each individual examiner complete the interpretation and su
	One hundred and eighty-nine individual examiners from 55 laborato- ries returned completed interpretation worksheets in 2013-2014, providing a snapshot on interpretation during that time frame. Laboratories were pri- marily from the United States, with a few laboratories participating from Canada, the United Kingdom and New Zealand. The U.S. labs were cate- gorized within the study as either local (i.e. affiliated with a city), state, or federal, with local labs being the most numerous. 
	Examiners were sent the .fsa files from either the ID+ or PP16 kit based on the kit routinely used by the laboratory and participating examiner. In addition to the six .fsa files, each examiner was sent an Excel® spreadsheet with instructions in which to enter their interpretation and comments, as well as stochastic and analytical thresholds that were to be used as part of the interpretation. Fields were present in the spreadsheet to enter data for each mixture on the NOC, estimated mixture proportion, geno
	Also submitted to each examiner for completion was a study survey. A participant questionnaire was included and requested the examiner’s education level, years of experience, the most influential factor in interpretation according to the examiner (such as peak height or NOC), any formal training received, typical caseload at their respective laboratory, length of time to interpret each mixture, and a qualitative assessment of the mixture difficulty. 
	 
	5.3 Metrics 
	In order to understand and measure variability among examiners and be- tween laboratories collectively, a method was needed to quantify and com- pare the genotypes generated from a DNA mixture interpretation. Because interpretations are often complex and include a large range of possible solu- tions (obligates, CPI/CPE, etc.), the issue of comparing them is non-trivial. 
	 
	 
	 
	 
	Addressing this issue necessitates defining a metric that quantifies the effectiveness of an interpretation. More specifically, a high quality interpre- tation has the following characteristics: it is able to correctly identify the number of contributors in the mixture, deconvolutes the genetic profile of each contributor, and correctly identifies the implied genotype at each lo- cus, excluding extra genotypes at each locus. These characteristics can be categorized as “accuracy” (the correct genotype is inc
	A two-pronged metric was developed to quantify both characteristics. The Allelic Truth (AT) score is solely concerned with accuracy, and the Genotype Interpretation Metric (GIM) score is solely concerned with precision.  These two complementary scores reveal inter- and intra- laboratory variation on the quality of DNA mixture interpretation, and provide a way to zero in on unusually low scor- ing results. These metrics are also a more detailed way to provide labs and individual examiner’s specific feedback 
	 
	5.4 The Allelic Match (AM) Score 
	The Allelic Match (AM) score measures an interpretation’s accuracy, and is broken down into three subscores: the Allelic Truth (AT), Allelic Falsehood (AF), and Inconclusive (INC) scores. They respectively score the number of alleles correctly and incorrectly interpreted, as well as the number loci that are deemed inconclusive (not interpreted). 
	We use the GIM with the following definitions. In forensic DNA analysis using the ID+ amplification kit, fifteen autosomal loci are typed as comparison points and are denoted L = {D8S1179, D21S11, D7S820, CSF 1PO, D3S1358, THO1, D13S317, 
	D16S539, D2S1338, D19S433, vWA, TPOX, D18S51, D5S818, FGA}. We 
	denote the set of possible alleles (covering at least 95% of the population) for a locus l ∈ L as Al.  For example, AT P OX  = {i | 6 ≤ i ≤ 13}.  We also 
	 
	 
	 
	 
	l 
	l 

	define an augmented set of alleles as At = Al ∪ ‘anyt. 
	l 
	l 

	A combination cl  for a locus l is denoted as a tuple (a, b) where a ∈ Al, b ∈ At, e.g.  cT P OX  = (8, 11) or (8, any).  If a, b ∈ Al, then a, b are ordered 
	such that a ≤ 
	b.  An interpretation for a locus is a set of combinations given 
	for a locus l  il  ∈ Al∗,  where Al∗ is the Kleene star on Al.   If il  = E,  it 
	is interpreted as “inconclusive”.  An example for l = TPOX is iT P OX  = 
	{(8, 8), (8, 11), (11, 11)}. 
	A profile P  is a set of interpretations for all fifteen loci, i.e.  P  = {il 
	∀l  ∈ L},  that  describe  a  single  individual’s  DNA.  By  definition,  a  DNA 
	mixture M has more than one individual’s DNA, and its deconvolution 
	DM is denoted as a set of profiles, with the number of contributors (NOC) determined by the examiner, i.e. DM = {Pj | 1 <= j <= NOC}. Since every examiner E was given six mixtures to interpret, a full response RE = 
	{Dk | 1 <= k <= 6} is a set of six mixture interpretation data sets. 
	A mixture may have multiple genotypes per locus, but only one geno- 
	type is the true or correct answer that accurately reflects the DNA of the contributing individuals at each locus. We represent each contributor Ck as a set of alleles Ck = {cl∗ | cl ∗ is the correct combination cl, ∀l ∈ L}. Hence, a mixture M with N contributors has a true deconvolution TM = {Ck | 1 ≤ k ≤ N }. An examiners NOC is correct if NOC = |TM |. Note that instead of having multiple combinations or INC possible as with other profiles, a contributor has only one combination per locus. 
	We can now define the allelic match score AM  for each interpretation i of a locus as a tuple of three subscores: AT, AF, and INC, i.e.  AMi = (ATi, AFi, INCi). 
	Given a mixture and a contributor, the true combination of a locus l is denoted c∗l = (x∗, y∗), where x∗, y∗ ∈ Al. We score a single combination cl = (x, y) as 
	AM (cl) = (AT (cl), AF (cl), INC(cl)) 
	(2, 0, 0),        if (x = x∗, y = y∗)
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	(1, 1, 0), if 
	 
	(x∗ = x and y! = y∗) 
	or (x = y ∗ and y! = x∗) or (y = x ∗ and x! = y∗) or (y = y ∗ and x! = x∗) 
	 
	 
	(1) 
	P
	 (1, 0, 0), if (x = x ∗ or x = y∗, y = ‘anyt 
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	 (0, 1, 0), if (x! = x ∗ and x! = y∗, y = ‘any ) 
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	(0, 2, 0), if (x! = x∗, x! = y∗, y! = x ∗ and y! = y∗) 
	(0, 0, 2), if cl = ‘inct 
	 
	 
	 
	We define a total ordering on the tuple AM = (AT, AF, INC) such that for two AM scores AM1 = (AT1, AF1, INC1) and AM2 = (AT2, AF2, INC2), 
	AM1 < AM2 if (AT1 < AT2) or if (AT1 = AT2 and AF1 > AF2). In other 
	words, an AM score is larger than another if its AT score is higher; if the AT scores are equal, then the higher AM score is the one with the smaller AF score.  For an interpretation il, its Allelic Match score AM (il) is cal- 
	l 
	l 

	culated as the maximal score of all its combination, i.e.  AM (il) = AM (ct) 
	such that ct ∈ il and ∀cl ∈ il, AM (cl) <= AM (ct). 
	l l 
	Hence, one can assign an aggregate AM score for every profile, decon- 
	volution and response by summing individual AM scores, applying vector addition to the AM tuple, i.e. for AM1 = (AT1, AF1, INC1), AM2 = (AT2, AF2, INC2), AM1 + AM2 = (AT1 + AT2, AF1 + AF2, INC1 + INC2). 
	For a profile P , its score is calculated AM (P ) = (AT (P ), AF (P ), INC(P )) = 
	  
	l∈L AM (il).The highest possible AT , AF or INC score for a profile of fif- 
	teen loci is thirty, since each locus is scored for its two alleles.  Similarly, 
	the highest possible AT , AF or INC score is sixty for a two-person mixture and ninety for a three-person mixture. 
	 
	5.5 The Genotype Interpretation Metric 
	While the AM score does not penalize entering multiple genotype combina- tions at each locus in an interpretation, clearly having fewer combinations is preferable to more. In addition to measuring accuracy with the AM score, we also measure precision with the GIM score, which measures the number of genotype combinations generated at each locus.   
	The GIM score compares the number of combinations in the interpreta- tion against the total number of combinations (Cstr) available at each locus, calculated from published allele National Center for Biotechnology Information (NCBI) frequency values averaged across African American, Caucasian, and Hispanic groups to cover 99.5% of the (US?) population. At each locus, the most precise interpretation is a single two-allele genotype combination for each donor, which receives a perfect GIM score of 1. An uninte
	 
	 
	 
	 
	genotype combinations provided, such as and unrestricted 8, 11, 12, and 13. If given a non- INC locus interpretation il = ck , we partition the set of k combinations into those containing an ‘any’ and those without: 
	il  = Ca ∪ Cwa, where Ca  = {(a, b)|a ∈ Al  and b = ‘anyt} and Cwa  = 
	{(a, b)|a, b ∈ Al}.  We measure its GIM score as 
	P
	1, if Ca = ∅ and |Cwa| = 1 

	GIM (il) =      0, if il = ‘INCt 
	 Cwa 
	Cstr 
	Cstr 

	P
	Span
	 1− | | 

	 2|Ca|   , otherwise 
	As with the AM score, we can assign an aggregate GIM score for every locus, contributor profile, and mixture profile (all contributors in a mixture), deconvolution and response by summing individual GIM scores: the GIM score of a profile GIM (P ) = l∈L GIM (il) is the sum of GIM scores across all loci, the score of a deconvolution GIM (DM ) =    Pj ∈DM GIM (Pj ) is the sum of its profile scores, and the score of the entire response GIM (R) = 
	  
	DM ∈R GIM (DM ) is the sum of all its mixture deconvolution scores. 
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